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(57) ABSTRACT

An information processing device 200 of the present inven-
tion includes: a recognition result acquiring means 201 for
acquiring respective recognition result information outputted
by a plurality of recognition engines 211, 212 and 213 execut-
ing different recognition processes on recognition target data;
and an integration recognition result outputting means 202
for outputting a new recognition result obtained by integrat-
ing the respective recognition result information acquired
from the plurality of recognition engines. The recognition
result acquiring means 201 is configured to acquire the
respective recognition result information in a data format
common to the plurality of recognition engines, from the
plurality of recognition engines. The integration recognition
result outputting means 202 is configured to integrate the
respective recognition result information based on the respec-
tive recognition result information, and output as the new
recognition result.
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1
INFORMATION PROCESSING DEVICE

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a National Stage of International Appli-
cation No. PCT/JP2012/000291 filed Jan. 19, 2012, claiming
priority based on Japanese Patent Application No. 2011-
031613 filed Feb. 17, 2011, the contents of all of which are
incorporated herein by reference in their entirety.

TECHNICAL FIELD

The present invention relates to an information processing
device, more specifically, relates to an information process-
ing device that further outputs a result through the use of the
results of recognition by a plurality of recognition engines.

BACKGROUND ART

In accordance with development of information processing
techniques, various recognition engines executing recogni-
tion processes have been developed. For example, there exist
various recognition engines, such as a recognition engine that
identifies a person from still image data, a recognition engine
that generates location information tracing the flow of a per-
son from moving image data, and a recognition engine that
generates text data from speech data. As one example, Patent
Document 1 discloses a robot that is equipped with recogniz-
ers for image recognition and speech recognition.

Patent Document 1: Japanese Unexamined Patent Applica-

tion Publication No. 2004-283959

Although various recognition engines have been devel-
oped as described above, the respective recognition engines
are incorporated in specific systems depending on individual
applications, and therefore, it is difficult to use these recog-
nition engines for other purposes. Even if it is intended to
reuse the recognition engines, development of a new system
capable of using the recognition engines needs huge cost
because output formats of the recognition engines are differ-
ent from each other. Thus, there is a problem that it is impos-
sible to flexibly respond to an application’s request for use of
output results acquired from a plurality of recognition
engines and development of such a system needs huge cost.

SUMMARY

Accordingly, an object of the present invention is to solve
the abovementioned problem; it is difficult to reuse output
results acquired from a plurality of recognition engines at low
cost.

In order to achieve the abovementioned object, an infor-
mation processing device of an exemplary embodiment of the
present invention includes:

a recognition result acquiring means for acquiring respec-
tive recognition result information outputted by a plurality of
recognition engines executing different recognition pro-
cesses on recognition target data; and

an integration recognition result outputting means for out-
putting a new recognition result obtained by integrating the
respective recognition result information acquired from the
plurality of recognition engines, wherein:

the recognition result acquiring means is configured to
acquire the respective recognition result information in a data
format common to the plurality of recognition engines, from
the plurality of recognition engines; and
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2

the integration recognition result outputting means is con-
figured to integrate the respective recognition result informa-
tion based on the respective recognition result information
and output as the new recognition result.

Further, a computer program of another exemplary
embodiment of the present invention is a computer program
including instructions for causing an information processing
device to realize:

a recognition result acquiring means for acquiring respec-
tive recognition result information outputted by a plurality of
recognition engines executing different recognition pro-
cesses on recognition target data; and

an integration recognition result outputting means for out-
putting a new recognition result obtained by integrating the
respective recognition result information acquired from the
plurality of recognition engines,

the computer program also including instructions for:

causing the recognition result acquiring means to acquire
the recognition result information in a data format common to
the plurality of recognition engines, from each of the plurality
of recognition engines; and

causing the integration recognition result outputting means
to integrate the respective recognition result information
based on the respective recognition result information and
output as the new recognition result.

Further, an information processing method of another
exemplary embodiment of the present invention includes:

acquiring respective recognition result information output-
ted by a plurality of recognition engines executing different
recognition processes on recognition target data, the respec-
tive recognition result information being in a data format
common to the plurality of recognition engines; and

integrating the respective recognition result information
based on the respective recognition result information
acquired from the plurality of recognition engines and out-
putting as a new recognition result.

With the configurations as described above, the present
invention can provide an information processing device
capable of reusing outputs results acquired from a plurality of
recognition engines at low cost.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram showing the configuration of an
intermediate-layer device in the present invention;

FIG. 2 is a diagram showing an example of the structure of
arecognition result registered in an intermediate-layer device
in a first exemplary embodiment of the present invention;

FIG. 3 is a diagram showing an example of the structure of
a recognition result registered in the intermediate-layer
device in the first exemplary embodiment of the present
invention;

FIG. 4 is a diagram showing an example of the structure of
a recognition result registered in the intermediate-layer
device in the first exemplary embodiment of the present
invention;

FIG. 5 is a flowchart showing the operation of the interme-
diate-layer device in the first exemplary embodiment of the
present invention;

FIG. 6 is a diagram showing an example of a recognition
result acquired from a recognition engine by the intermedi-
ate-layer device in the first exemplary embodiment of the
present invention;

FIG. 7 is a diagram showing an example of a recognition
result acquired from the recognition engine by the interme-
diate-layer device in the first exemplary embodiment of the
present invention;
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FIG. 8 is a diagram showing a state in which the interme-
diate-layer device is integrating recognition results acquired
from recognition engines in the first exemplary embodiment
of the present invention;

FIG. 9 is a diagram showing a state in which the interme-
diate-layer device has integrated recognition results acquired
from the recognition engines in the first exemplary embodi-
ment of the present invention;

FIG.10is adiagram showing an example of the structure of
arecognition result registered in an intermediate-layer device
in the second exemplary embodiment of the present inven-
tion;

FIG. 11 is adiagram showing an example of the structure of
a recognition result registered in the intermediate-layer
device in the second exemplary embodiment of the present
invention;

FIG. 12 is a diagram showing a state in which the interme-
diate-layer device is integrating recognition results acquired
from recognition engines in the second exemplary embodi-
ment of the present invention;

FIG. 13 is a diagram showing a state in which the interme-
diate-layer device has integrated recognition results acquired
from the recognition engines in the second exemplary
embodiment of the present invention; and

FIG. 14 is a block diagram showing the configuration of an
information processing device in Supplementary Note 1 of
the present invention.

EXEMPLARY EMBODIMENTS
First Exemplary Embodiment

A first exemplary embodiment of the present invention will
be described with reference to FIGS. 1 to 9. FIGS. 1 to 4 are
diagrams for describing the configuration of an intermediate-
layer device in this exemplary embodiment, and FIGS. 5t0 9
are diagrams for describing the operation thereof.
[Configuration]

As shown in FIG. 1, an information processing system in
the first exemplary embodiment includes a plurality of rec-
ognition engines 21 to 23, an intermediate-layer device 10
connected with the recognition engines 21 to 23, and an
application unit 30 implemented in an information processing
terminal connected with the intermediate-layer device 10.

The recognition engines 21 to 23 are information process-
ing devices that execute different recognition processes,
respectively, on recognition target data. The recognition
engines 21 to 23 are, for example: a recognition engine that
identifies a person from recognition target data like still image
data, moving image data and speech data; a recognition
engine that generates location information tracing the flow of
a person from moving image data; and a recognition engine
that generates text data from speech data of recognition target
data. The recognition engines in this exemplary embodiment
are a person recognition engine (denoted by reference
numeral 21 hereinafter) that identifies a previously set person
from among moving image data, and a flow recognition
engine (denoted by reference numeral 22 hereinafter) that
recognizes a flow representing the trajectory of an object from
among moving image data. The recognition engines are not
limited to those executing the recognition processes
described above, and the number thereof is not limited to two
as described above or three as shown in FIG. 1. For example,
the abovementioned person recognition engine may be an
object recognition engine that identifies not only a person but
a previously set object.
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To be specific, the person recognition engine 21 detects
previously registered feature value data of a “specific person”
that the person recognition engine 21 is requested to execute
a recognition process, from among frame images at respec-
tive dates and times of moving image data. Upon detecting the
feature value data, the person recognition engine 21 recog-
nizes that the “specific person” has been in a set-up position of
acamera having acquired the moving image data at the detec-
tion data and time, and outputs person identification informa-
tion (a person ID) set for the recognized “specific person” and
location information showing the date/time and position that
the data has been detected, as recognition result information.
The person recognition engine 21 in this exemplary embodi-
ment outputs the recognition result information described
above to the intermediate-layer device 10 in accordance with
a data format that is previously registered in the intermediate-
layer device 10 as described later, and the data format will be
described later.

Further, to be specific, the flow recognition engine 22
detects amoving object in moving image data, and recognizes
a time-series trajectory of the object. Then, the flow recogni-
tion engine 22 outputs object identification information (an
object ID) identifying the moving object, trajectory identifi-
cation information (a trajectory ID) identifying the detected
whole trajectory, and flow information including dates/times
and positions (coordinates) that the object has been detected,
as recognition result information. The flow recognition
engine 22 in this exemplary embodiment outputs the recog-
nition result information described above to the intermediate-
layer device 10 in accordance with a data format that is
previously registered in the intermediate-layer device 10 as
described later, and the data format will be described later.

Next, the application unit 30 will be described. The appli-
cation unit 30 is implemented in an information processing
terminal connected to the intermediate-layer device 10, and
has a function of making a request to the intermediate-layer
device 10 for the results of recognition by the recognition
engines 21 to 23. In this exemplary embodiment, the appli-
cation unit 30 specifically requests for a new recognition
result obtained by reusing and integrating the result of recog-
nition by the object recognition engine 21 and the result of
recognition by the flow recognition engine 22. To be specific,
in an example described in this exemplary embodiment, the
application 30 makes a request to the intermediate-layer
device 10 for the “flow of a specific person.”

Next, the intermediate-layer device 10 will be described.
The intermediate-layer device 10 is an information process-
ing device including an arithmetic device and a storage
device. The intermediate-layer device 10 includes a recogni-
tion-engine output acquiring unit 11, an instance/class corre-
spondence judging unit 12, an output instance holding unit
13, and a class structure registering unit 15, which are built by
incorporation of programs into the arithmetic device, as
shown in FIG. 1. The intermediate-layer device 10 also
includes a class structure holding unit 14 and a class ID
holding unit 16 in the storage device. The respective configu-
rations will be described in detail below.

First, the recognition-engine output acquiring unit 11 (a
recognition result acquiring means) acquires recognition
result information generated in recognition processes by the
person recognition engine 21 and the flow recognition engine
22 from the respective engines as described above. Then, the
instance/class correspondence judging unit 12 (the recogni-
tion result acquiring means) holds each of the acquired rec-
ognition result information in a previously defined class
structure showing a data format.
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A class structure, which is a data format of recognition
result information corresponding to the person recognition
engine 21 and which is recognition result definition informa-
tion defined by, for example, a graph structure or a tree struc-
ture, is stored into the class structure holding unit 14 (a
definition information storing means) and the class ID hold-
ing unit 16 from the class structure registering unit 15, and
defined. To be specific, as shown in FIG. 2, a class structure
C1 corresponding to the person recognition engine 21 is
defined by a graph structure such that location information
C12 represented by coordinates (an X coordinate value, aY
coordinate value) of a position where an image (a frame) with
a specific person detected has been captured and also repre-
sented by a date and time (detection time) when the image has
been captured is placed below person identification informa-
tion (a person ID) C11 identifying the detected specific per-
son. Thus, the instance/class correspondence judging unit 12
applies values included in recognition result information
actually acquired from the person recognition engine 21 to
the person identification information (person ID) and the
position and so on (X coordinate value, Y coordinate value,
detection time) of the class structure C1 corresponding to the
person recognition engine 21, and holds as shown in FIG. 6.

Further, as shown in FIG. 3, a class structure C2, which is
a data format of recognition result information corresponding
to the flow recognition engine 22 and which is recognition
result definition information defined by, for example, a graph
structure or a tree structure, is defined by a graph structure
such that trajectory identification information (a trajectory
1D) C22 identifying a whole trajectory of a detected moving
object is placed below object identification information (an
object ID) C21 identifying the object, and flow information
(23 represented by dates and times (detection time) forming
the trajectory of the detected object and coordinates (X coor-
dinate values, Y coordinate values) of positions at these times
is placed below C22. Thus, the instance/class correspondence
judging unit 12 applies values included in recognition result
information actually acquired from the flow recognition
engine 22 to the object identification information (object ID)
and the position and so on (X coordinate value, Y coordinate
value, detection time) of the class structure C2 corresponding
to the flow recognition engine 22, and holds as shown in FI1G.
7.

The output instance holding unit 13 (an integration recog-
nition result outputting means) included in the intermediate-
layer device 10 integrates the recognition result information
acquired from the person recognition engine 21 and the rec-
ognition result information acquired from the flow recogni-
tion engine 22 that are applied to the previously defined class
structures C1 and C2 and held as described above, and holds
as a new recognition result. To be specific, the output instance
holding unit 13 integrates the recognition result information
in accordance with a class structure C3. The class structure C3
is previously stored in the class structure holding unit 14 (a
definition information storing means) and the class ID hold-
ing unit 16, and is integration definition information showing
an integration format that is a data format representing a
condition of integration of the recognition result information
and a new recognition result after integration, by a graph
structure or a tree structure.

As shown in FIG. 4, a class structure representing a data
format of a condition of integration of the recognition result
information and a new recognition result after integration
represents the structure C3 such that the trajectory identifica-
tion information (trajectory ID) C22 and the flow information
(23 are related and integrated with the person identification
information (person ID) C11, which is part of the recognition
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6

result C1 acquired from the person recognition engine 21 and
identifies a detected specific person.

In this case, a condition of integration of the recognition
result information as described above is that the person iden-
tification information (person ID) C11 outputted from the
person recognition engine 21 coincides with part of the object
identification information (object ID) C21 outputted from the
flow recognition engine 21. For judgment of this, the output
instance holding unit 13 examines whether the recognition
result information detected by the respective engines 21 and
22 include information judged to correspond to each other in
accordance with a predetermined standard. To be specific, the
output instance holding unit 13 examines whether the flow
information C23 outputted by the flow recognition engine 22
includes information that coincide with the location informa-
tion C12, namely, a date/time and position of detection of a
specific person outputted by the object recognition engine 21.
In acase that the location information C12 and part of the flow
information C23 coincide with each other, the output instance
holding unit 13 relates the coincident flow information C23
and the trajectory identification information C22 above C23
to the person identification information (person 1D) C11 cor-
responding to the coincident location information C12, and
holds a new recognition result as shown in FIG. 9.

However, a condition of integration of the recognition
result information is not limited to that the recognition result
information detected by the respective engines 21 and 22
include information that coincide with each other as
described above. For example, in a case that the flow infor-
mation C23 outputted by the flow recognition engine 22
includes information “close to” the location information C12,
namely, the date/time and position of detection of a specific
person outputted by the person recognition engine 21, the
output instance holding unit 13 may judge that the flow infor-
mation C23 and the location information C12 correspond to
each other and integrate by relating the flow information C23
and the trajectory identification information C22 above C23
to the person identification information C11 corresponding to
the location information C12. In this case, “close to” the
date/time and position of detection of a specific person shall
include, for example, a date/time and position within an
allowance previously set for the detection date/time and posi-
tion.

The data format of the recognition result information out-
putted by the respective recognition engines 21 and 22 and the
format of integration of the recognition result information by
the output instance holding unit 13 are defined by a graph
structure or a tree structure in the above case shown as an
example, but may be defined by another data format.

Further, the output instance holding unit 13 outputs a new
recognition result generated and held as described above to
the application unit 30.

[Operation]

Next, the operation of the information processing system
described above, specifically, the operation of the intermedi-
ate-layer device 10 will be described with reference to a
flowchart of FIG. 5 and data transition diagrams of FIGS. 6 to
9.

First, the intermediate-layer device 10 accepts a request for
a recognition result from the application unit 30 (step S1).
Herein, it is assumed that the intermediate-layer device 10
accepts a request for a recognition result of the “flow of a
specific person.”

Subsequently, the intermediate-layer device 10 acquires
recognition result information from the respective recogni-
tion engines used for outputting the recognition result
requested by the application unit 30. In this exemplary
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embodiment, the intermediate-layer device 10 acquires rec-
ognition result information that the person recognition engine
21 and the flow recognition engine 22 have generated in
recognition processes, from the respective engines (step S2).
Then, the intermediate-layer device 10 holds the respective
recognition result information having been acquired, in
accordance with previously defined class structures. To be
specific, the intermediate-layer device 10 applies the recog-
nition result information acquired from the person recogni-
tion engine 21 to the class structure C1 corresponding to the
person recognition engine shown in FIG. 2, and holds as
shown in FIG. 6. Moreover, the intermediate-layer device 10
applies the recognition result information acquired from the
flow recognition engine 21 to the class structure C2 corre-
sponding to the flow recognition engine shown in FIG. 2, and
holds as shown in FIG. 7.

Subsequently, the intermediate-layer device 10 examines
the identity of person identification information (person ID)
C11' and object identification information (object ID) C21'
included by the respective recognition result information
acquired from the person recognition engine 21 and the flow
recognition engine 22 applied and held in respective class
structures C1' and C2' as shown in FIGS. 6 and 7 (step S3, see
arrow Y2 in FIG. 8). To be specific, the intermediate-layer
device 10 examines whether flow information C23' outputted
from the flow recognition engine 22 includes information
coincident with location information C12' outputted from the
person recognition engine 21.

In a case that the flow information C23' includes informa-
tion coincident with the location information C12', the inter-
mediate-layer device 10 judges that the person identification
information (person ID) C11' and the object identification
information (object ID) C21' that include the coincident
information are identical to each other. Then, as shown in
FIG. 9, the intermediate-layer device 10 relates and integrates
the person identification information (person ID) C11' and
trajectory identification information C22' placed below the
object identification information (object 1D) C21' judged
identical to C11' and the flow information C23' placed below
C22', and holds as a new recognition result (step S4).

Afterthat, the intermediate-layer device 10 outputs the new
recognition result generated and held as described above to
the application unit 30 (step S5).

In the above description, the recognition results acquired
from the engines 21 and 22 are integrated when the location
information C12' outputted from the person recognition
engine 21 coincides with part of the flow information C23'
outputted from the flow recognition engine 22, but a condition
of integration is not limited to such a condition. For example,
the recognition result information may be integrated as
described above when the person identification information
(person ID) C11' included in the recognition result informa-
tion acquired from the person recognition engine 21 coin-
cides with the object identification information (object ID)
C21' included in the recognition result information acquired
from the flow recognition engine 22. Alternatively, the rec-
ognition result information may be integrated when the flow
information C23' outputted from the flow recognition engine
22 includes information “close to” the location information
C12' outputted from the person recognition engine 21.

In the above description, the process is executed in the
following order: accept a request for a recognition result from
the application unit 30 (step S1); acquire recognition results
from the respective recognition engines (step S2); and syn-
thesize the recognition results (step S4). However, execution
of'the process is not limited by such a procedure. For example,
the process may be executed in the following order: previ-
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ously execute steps S2, S3 and S4 shown in FIG. 5, that is,
previously acquire recognition results from the respective
recognition engines and synthesize the recognition results,
and accumulate the results of synthesis in the intermediate-
layer device 10; and when accepting a request for a recogni-
tion result from the application unit 30, extract a synthesis
result corresponding to the request from among the accumu-
lated data and output to the application unit 30.

Thus, providing the intermediate-layer device 10 in this
exemplary embodiment to hold recognition result informa-
tion in a common data format to a plurality of recognition
engines facilitates reuse of recognition results acquired from
the respective recognition engines for other purposes. There-
fore, it becomes easy to develop a recognition engine and an
application that requests for a recognition result, and it is
possible to increase the versatility of a recognition engine at
low costs.

Second Exemplary Embodiment

Next, a second exemplary embodiment of the present
invention will be described with reference to FIGS. 1 and 5
and FIGS. 10 to 13. FIG. 1 is a diagram for describing the
configuration of an intermediate-layer device in this exem-
plary embodiment. FIG. 5 and FIGS. 10 to 13 are diagrams
for describing the operation thereof.

[Configuration]

An information processing system in the second exem-
plary embodiment includes, as in the first exemplary embodi-
ment, the plurality of recognition engines 21 to 23, the inter-
mediate-layer device 10 connected with the recognition
engines 21 to 23, and the application unit 30 implemented in
the information processing terminal connected with the inter-
mediate-layer device 10 as shown in FIG. 1.

Both the recognition engines in this exemplary embodi-
ment are person recognition engines that identify a person
from recognition target data, but recognition methods thereof
are different from each other. For example, a first personal
recognition engine (denoted by reference numeral 21 herein-
after) recognizes a specific person based on feature data of
faces of persons previously set from moving image data.
Moreover, a second person recognition engine (denoted by
reference numeral 22 hereinafter) recognizes a specific per-
son based on feature data of voices of persons previously set
from speech data. Moreover, a third person recognition
engine (denoted by reference numeral 23 hereinafter) recog-
nizes a specific person based on the content of utterance
(keyword) previously set from speech data. However, the
recognition engines are not limited to those executing the
processes and the number thereof is not limited to the above-
mentioned number. For example, the person recognition
engine may be an object recognition engine that identifies not
only a person but also a preset object.

The respective person recognition engines 21, 22 and 23 in
this exemplary embodiment output recognition result infor-
mation to the intermediate-layer device 10 in a common data
format that is previously registered in the intermediate-layer
device 10. To be specific, each of the person recognition
engines 21, 22 and 23 outputs, as recognition result informa-
tion, person candidate information including information
identifying one or more candidate persons based on the
results of recognition by the respective recognition methods.

Correspondingly, the intermediate-layer device 10 stores a
class structure C101, which defines a data format of the
respective recognition result information corresponding to
the person recognition engines 21, 22 and 23 and which is
recognition result definition information of, for example, a
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graph structure or a tree structure, in the class structure hold-
ing unit 14 and so on as shown in FIG. 10. To be specific, the
class structure C101 corresponding to the respective person
recognition engines 21, 22 and 23 is defined by a graph
structure in which person identification information C111,
C112 and C113 identifying one or more persons of recogni-
tion candidates are placed below engine identification infor-
mation C110 identifying the person recognition engine hav-
ing executed a recognition process, as shown in FIG. 10.
Herein, the class structure C101 is defined so that person
identification information of three persons who are the most
likely to become candidates as a result of the recognition
process are placed and stored in order from the top. Conse-
quently, the instance/class correspondence judging unit 12 of
the intermediate-layer device 10 holds by applying the rec-
ognition result information that the recognition-engine out-
put acquiring unit 11 has acquired from the person recogni-
tion engines 21, 22 and 23 to the class structure C101 for each
of'the person recognition engines 21, 22 and 23, as shown by
reference numerals C101-1, C101-2 and C101-3 in FIG. 12.

Then, the output instance holding unit 13 included by the
intermediate-layer device 10 integrates the recognition result
information having been acquired from the respective person
recognition engines 21, 22 and 23, applied to the previously
defined class structure C101 and held as described above, and
holds as a new recognition result. To be specific, the output
instance holding unit 13 integrates the recognition result
information in accordance with a class structure C102, which
is previously defined in the class structure holding unit 14 and
so on, and which is integration definition information defin-
ing, in a graph structure or a tree structure, an integration
format that is a data format representing a condition of inte-
gration of the recognition result information and representing
a new recognition result after integration.

As shown in FIG. 11, a class structure representing a data
format of a condition of integration of the recognition result
information and a new recognition result after integration
represents a structure of integration so as to identify one
person identification information (person ID) C121 from
among person identification information of candidate per-
sons of the recognition result information C120 acquired
from the respective person recognition engines 21, 22 and 23.

In this case, a condition of integration of the recognition
result information as described above is that there exists coin-
cident person identification information among person iden-
tification information (person ID) outputted from the differ-
ent person recognition engines 21, 22 and 23. For judgment,
the output instance holding unit 13 examines whether the
respective recognition result information outputted by the
engines 21 and 22 include person identification information
judged to correspond to each other in accordance with a
predetermined standard. To be specific, the output instance
holding unit 13 examines whether all of the three recognition
result information outputted from the three person recogni-
tion engines 21, 22 and 23 include identical person identifi-
cation information, identifies the identical person identifica-
tion information (person ID), and holds this person
identification information as a new identification result.

However, the condition of integration of the recognition
result information is not limited to that the recognition result
information detected by the respective engines 21, 22 and 23
include information that is coincident with each other. For
example, similarity of attribute information, which is feature
value data extracted from data of persons corresponding to
the respective person identification information (person IDs)
having been detected is firstly judged in accordance with a
predetermined standard. Then, in a case that the degree of the
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similarity is within a preset range in accordance with the
standard, the persons of the respective person identification
information are judged to be identical.

The data format of the recognition result information
acquired from the respective recognition engines 21, 22 and
23 and the format of integration of the recognition result
information by the output instance holding unit 13 are defined
by a graph structure or a tree structure in the above case
described as an example, but may be defined by another data
format.

Further, the output instance holding unit 13 outputs a new
recognition result generated and held as described above to
the application unit 30.

[Operation]

Next, the operation of the information processing system
described above, specifically, the operation of the intermedi-
ate-layer device 10 will be described with reference to the
flowchart of FIG. 5 and the data transition diagrams of FIGS.
10 to 13.

First, the intermediate-layer device 10 accepts a request for
arecognition result from the application unit 30 (step S1). For
example, it is assumed that the intermediate-layer device 10
accepts a request for a recognition result of “identification of
a person.”

Subsequently, the intermediate-layer device 10 acquires
recognition result information from the respective recogni-
tion engines used for outputting the recognition result
requested by the application unit 30 (step S2). Then, the
intermediate-layer device 10 holds the respective recognition
result information having been acquired in accordance with a
previously defined class structure.

To be specific, in this exemplary embodiment, three person
identification information as candidates acquired from the
first person recognition engine 21 recognizing a person based
on feature data of the face of a person from moving image data
are applied to the class structure and held as shown by refer-
ence numeral C101-1 in FIG. 12. Moreover, three person
identification information as candidates acquired from the
second person recognition engine 22 recognizing a person
based on feature data of the voice of a person from speech data
are applied to the class structure and held as shown by refer-
ence numeral C101-2 in FIG. 12. Furthermore, three person
identification information as candidates acquired from the
third person recognition engine 23 recognizing a person
based on the content of utterance (keyword) from speech data
are applied to the class structure and held as shown by refer-
ence numeral C101-3 in FIG. 12.

Subsequently, the intermediate-layer device 10 examines
person identification information corresponding to each
other, herein, person identification information common to
each other, among the person identification information (per-
son IDs) C111-1 to C113-1, C111-2 to C113-2 and C111-3 to
(C113-3 that are candidates acquired from the respective per-
son recognition engines 21, 22 and 23 and that are applied and
held in the defined class structure as shown in FIG. 12 (step
S3). In the example shown in FIG. 12, because the person
identification information of “Person-A” is common as
shown by reference numerals C111-1, C112-2 and C111-3
among all the recognition result information, the intermedi-
ate-layer device 10 integrates the recognition results into one
person identification information C121' represented by “Per-
son-A” as shown in FIG. 13 (step S4). Alternatively, in a case
that, as a result of judgment of similarity of attribute infor-
mation attached to the respective person identification infor-
mation, the degree of the similarity is higher than a standard,
the intermediate-layer device 10 may judge a person in
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respective person identification information is an identical
person, and integrate recognition results.

In the above description, the process is executed in the
following order: accept a request for a recognition result from
the application unit 30 (step S1); acquire recognition results
from the respective recognition engines (step S2); and syn-
thesize the recognition results (step S4). However, execution
of'the process is not limited by such a procedure. For example,
the intermediate-layer device 10 may execute the process in
the following order: previously acquire recognition results
from the respective recognition engines to synthesize the
recognition results, and accumulate the results of synthesis
into the intermediate-layer device 10; and then, upon accep-
tance of a request for a recognition result from the application
unit 30, extract a synthesis result corresponding to the request
from the accumulated data and output to the application unit
30.

After that, the intermediate-layer device 10 outputs a new
recognition result generated and held as described above to
the application unit 30 (step S5).

Thus, providing the intermediate-layer device 10 in this
exemplary embodiment and holding recognition result infor-
mation in a data format common to a plurality of recognition
engines facilitates reuse of recognition results acquired from
the respective recognition engines for other purposes. There-
fore, it becomes easy to develop a recognition engine and an
application that requests for a recognition result, and it is
possible to increase the versatility of a recognition engine at
low costs.

In the above description, the intermediate-layer device 10
integrates recognition results so that a person commonly
included in all the recognition results is identified from
among candidate persons outputted from the person recogni-
tion engines 21, 22 and 23, but the condition of integration is
not limited thereto. The intermediate-layer device 10 may
integrate recognition results by another method, for example,
by integrating recognition results so as to identify a person
included in half or more of the recognition engines. More-
over, in the example described above, each of the person
recognition engines 21, 22 and 23 outputs three candidate
persons as a recognition result, but may output only one
candidate person as a recognition result, or may output
another number of candidate persons as a recognition result.
<Supplementary Notes>

The whole or part of the exemplary embodiments disclosed
above can be described as the following supplementary notes.
Below, the outline of the configuration of the information
processing device according to the present invention will be
described with reference to FIG. 14. However, the present
invention is not limited to the following configurations.
(Supplementary Note 1)

An information processing device 200 comprising:

a recognition result acquiring means 201 for acquiring
respective recognition result information outputted by a plu-
rality of recognition engines 211, 212 and 213 executing
different recognition processes on recognition target data;
and

an integration recognition result outputting means 202 for
outputting a new recognition result obtained by integrating
the respective recognition result information acquired from
the plurality of recognition engines, wherein:

the recognition result acquiring means 201 is configured to
acquire the respective recognition result information in a data
format common to the plurality of recognition engines, from
the plurality of recognition engines; and

the integration recognition result outputting means 202 is
configured to integrate the respective recognition result infor-
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mation based on the respective recognition result informa-
tion, and output as the new recognition result.
(Supplementary Note 2)

The information processing device according to Supple-
mentary Note 1, wherein the integration recognition result
outputting means is configured to, when the respective rec-
ognition result information include information that corre-
spond to each other in accordance with a predetermined stan-
dard, integrate the respective recognition result information
and output as the new recognition result.

(Supplementary Note 3)

The information processing device according to Supple-
mentary Note 1 or 2, comprising a definition information
storing means for storing: recognition result definition infor-
mation that defines a data format of the recognition result
information acquired by the recognition result acquiring
means from each of the plurality of recognition engines; and
integration definition information that defines an integration
format in which the integration recognition result outputting
means integrates the respective recognition result informa-
tion, wherein:

the recognition result acquiring means is configured to
acquire the respective recognition result information in the
data format defined by the recognition result definition infor-
mation; and

the integration recognition result outputting means is con-
figured to integrate the respective recognition result informa-
tion in the integration format defined by the integration defi-
nition information, and output the new recognition result.
(Supplementary Note 4)

The information processing device according to any of
Supplementary Notes 1 to 3, wherein the recognition result
information acquired by the recognition result acquiring
means from each of the plurality of recognition engines is in
a graph-structured or tree-structured data format.
(Supplementary Note 5)

The information processing device according to Supple-
mentary Note 2, wherein:

the recognition result acquiring means is configured to
acquire the recognition result information from an object
recognition engine that recognizes an object from the recog-
nition target data and a flow recognition engine that recog-
nizes a flow representing a trajectory of a predetermined
object from the recognition target data, respectively; and

the integration recognition result outputting means is con-
figured to integrate by relating flow information of a prede-
termined object with object information and output as the new
recognition result, the flow information being the recognition
result information acquired from the flow recognition engine,
and the object information being the recognition result infor-
mation acquired from the object recognition engine.
(Supplementary Note 6)

The information processing device according to Supple-
mentary Note 5, wherein:

the recognition result acquiring means is configured to:
acquire the recognition result information including location
information representing a position of an object recognized
from the recognition target data by the object recognition
engine and also representing a date and time when the object
is recognized, from the object recognition engine; and also
acquire flow information of a predetermined object recog-
nized from the recognition target data by the flow recognition
engine, from the flow recognition engine; and

the integration recognition result acquiring means is con-
figured to, when the flow information acquired from the flow
recognition engine includes information that corresponds to
the location information acquired from the object recognition
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engine in accordance with a predetermined standard, inte-
grate by relating the flow information that is the recognition
result acquired from the flow recognition engine with object
information identified by the recognition result information
that is acquired from the object recognition engine and that
includes the information corresponding to the location infor-
mation, and output as the new recognition result.
(Supplementary Note 7)

The information processing device according to Supple-
mentary Note 2, wherein:

the recognition result acquiring means is configured to
acquire the recognition result information from a plurality of
object recognition engines recognizing an object from the
recognition target data in different recognition processes,
respectively; and

the integration recognition result outputting means is con-
figured to integrate by identifying one object information
based on respective object information that are the respective
recognition result information acquired from the plurality of
object recognition engines, and output the new recognition
result.

(Supplementary Note 8)

The information processing device according to Supple-
mentary Note 7, wherein:

the recognition result acquiring means is configured to
acquire the recognition result information including object
candidate information representing a candidate of an object
recognized from the recognition target data by each of the
plurality of object recognition engines, from each of the plu-
rality of object recognition engines; and

the integration recognition result acquiring means is con-
figured to identify object information that corresponds to
each other in accordance with a predetermined standard in the
respective object candidate information acquired from the
plurality of object recognition engines, and output as the new
recognition result.

(Supplementary Note 9)

A computer program comprising instructions for causing
an information processing device to realize:

a recognition result acquiring means for acquiring respec-
tive recognition result information outputted by a plurality of
recognition engines executing different recognition pro-
cesses on recognition target data; and

an integration recognition result outputting means for out-
putting a new recognition result obtained by integrating the
respective recognition result information acquired from the
plurality of recognition engines,

the computer program also comprising instructions for:

causing the recognition result acquiring means to acquire
the respective recognition result information in a data format
common to the plurality of recognition engines, from the
plurality of recognition engines; and

causing the integration recognition result outputting means
to integrate the respective recognition result information
based on the respective recognition result information and
output as the new recognition result.

(Supplementary Note 10)

The computer program according to Supplementary Note
9, comprising instructions for causing the integration recog-
nition result outputting means to, when the respective recog-
nition result information include information that correspond
to each other in accordance with a predetermined standard,
integrate the respective recognition result information and
output as the new recognition result.
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(Supplementary Note 11)

An information processing method comprising:

acquiring respective recognition result information output-
ted by a plurality of recognition engines executing different
recognition processes on recognition target data, the respec-
tive recognition result information being in a data format
common to the plurality of recognition engines; and

integrating the respective recognition result information
based on the respective recognition result information
acquired from the plurality of recognition engines, and out-
putting as a new recognition result.

(Supplementary Note 12)

The information processing method according to Supple-
mentary Note 11, comprising:

integrating the respective recognition result information
and outputting as the new recognition result, when the respec-
tive recognition result information include information cor-
responding to each other in accordance with a predetermined
standard.

(Supplementary Note 13)

An information processing device comprising:

a recognition result acquiring means for acquiring respec-
tive recognition result information outputted by a plurality of
recognition engines executing different recognition pro-
cesses on recognition target data; and

an integration recognition result outputting means for out-
putting a new recognition result obtained by integrating the
respective recognition result information acquired from the
plurality of recognition engines, wherein:

the recognition result acquiring means is configured to:
acquire the recognition result information including location
information that represents a position of an object recognized
from the recognition target data by an object recognition
engine recognizing an object from the recognition target data
and also represents a date and time when the object is recog-
nized, the recognition result information being in a data for-
mat common to the plurality of recognition engines, from the
object recognition engine; and also acquire the recognition
result information including flow information of a predeter-
mined object recognized from the recognition target data by a
flow recognition engine recognizing a flow representing a
trajectory of a predetermined object from the recognition
target data, the recognition result information being in a data
format common to the plurality of recognition engines, from
the flow recognition engine; and

the integration recognition result acquiring means is con-
figured to, when the flow information acquired from the flow
recognition engine includes information that corresponds to
the location information acquired from the object recognition
engine in accordance with a predetermined standard, inte-
grate by relating the flow information that is the recognition
result acquired from the flow recognition engine with object
information identified by the recognition result information
that is acquired from the object recognition engine and that
includes the information corresponding to the location infor-
mation, and output as the new recognition result.
(Supplementary Note 14)

An information processing device comprising:

a recognition result acquiring means for acquiring respec-
tive recognition result information outputted by a plurality of
recognition engines executing different recognition pro-
cesses on recognition target data; and

an integration recognition result outputting means for out-
putting a new recognition result obtained by integrating the
respective recognition result information acquired from the
plurality of recognition engines, wherein:
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the recognition result acquiring means is configured to
acquire the recognition result information including object
candidate information representing a candidate of an object
recognized from the recognition target data by each of a
plurality of object recognition engines recognizing an object
by different recognition processes from the recognition target
data, the recognition result information being in a data format
common to the plurality of recognition engines, from each of
the plurality of object recognition engines; and

the integration recognition result outputting means is con-
figured to integrate by identifying one object information that
corresponds to each other in accordance with a predetermined
standard in the respective object candidate information
acquired from the plurality of object recognition engines, and
output as the new recognition result.

In each of the exemplary embodiments, the computer pro-
gram is stored in the storage device or recorded in a computer-
readable recording medium. For example, the recording
medium is a portable medium such as a flexible disk, an
optical disk, a magneto-optical disk and a semiconductor
memory.

The present invention has been described above with ref-
erence to the exemplary embodiments, but the present inven-
tion is not limited to the exemplary embodiments described
above. The configurations and details of the present invention
can be modified in various manners that can be understood by
those skilled in the art within the scope of the present inven-
tion.

The present invention is based upon and claims the benefit
of priority from Japanese patent application No. 2011-
031613, filed on Feb. 17, 2011, the disclosure of which is
incorporated herein in its entirety by reference.

DESCRIPTION OF REFERENCE NUMERALS

10 intermediate-layer device

11 recognition-engine output acquiring unit
12 instance/class correspondence judging unit
13 output instance holding unit

14 class structure holding unit

15 class structure registering unit

16 class ID holding unit

21, 22, 23 recognition engine

30 application unit

200 information processing device

201 recognition result acquiring unit

202 integration recognition result outputting means
211, 212, 213 recognition engine

The invention claimed is:

1. An information processing device including a processor

comprising:

a recognition result acquiring unit implemented by the
processor, for acquiring respective recognition result
information outputted by a plurality of recognition
engines executing different recognition processes on
recognition target data; and

an integration recognition result outputting unit imple-
mented by the processor, for outputting a new recogni-
tion result obtained by integrating the respective recog-
nition result information acquired from the plurality of
recognition engines, wherein:

the recognition result acquiring unit is configured to
acquire the respective recognition result information in a
graph-structured or tree-structured data format being
previously defined, from the plurality of recognition
engines; and
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the integration recognition result outputting unit is config-
ured to, when the respective recognition result informa-
tion include information corresponding to each other in
accordance with a predetermined standard, integrate
each part of the respective recognition result information
so as to be related to each other, and output in the graph
structured or tree-structured data format as the new rec-
ognition result, and further,

the recognition result acquiring unit is configured to

acquire the recognition result information from an
object recognition engine that recognizes an object from
the recognition target data and a flow recognition engine
that recognizes a flow representing a trajectory of a
predetermined object from the recognition target data
respectively; and

the integration recognition result outputting unit is config-

ured to, based on the recognition result information
acquired from the object recognition engine and the
recognition result information acquired from the flow
recognition engine, examine an identity of a person
identification information and an object identification
information, the person identification information being
included in the recognition result information acquired
from the object recognition engine and the object iden-
tification information being included in the recognition
result information acquired from the flow recognition
engine, in a case that both the recognition result infor-
mation are coincident with each other integrate by relat-
ing flow information of a predetermined object with
object information and output as the new recognition
result, the flow information being the recognition result
information acquired from the flow recognition engine,
and the object information being the recognition result
information acquired from the object recognition
engine.

2. The information processing device according to claim 1,
comprising a definition information storing unit for storing:
recognition result definition information that defines a data
format of the recognition result information acquired by the
recognition result acquiring unit from each of the plurality of
recognition engines; and integration definition information
that defines an integration format in which the integration
recognition result outputting unit integrates the respective
recognition result information, wherein:

the recognition result acquiring unit is configured to

acquire the respective recognition result information in
the data format defined by the recognition result defini-
tion information; and

the integration recognition result outputting unit is config-

ured to integrate the respective recognition result infor-
mation in the integration format defined by the integra-
tion definition information, and output the new
recognition result.

3. The information processing device according to claim 1,
wherein the recognition result information acquired by the
recognition result acquiring unit from each of the plurality of
recognition engines is in a graph-structured or tree-structured
data format.

4. The information processing device according to claim 1,
wherein:

the recognition result acquiring unit is configured to:

acquire the recognition result information including
location information representing a position of an object
recognized from the recognition target data by the object
recognition engine and also representing a date and time
when the object is recognized, from the object recogni-
tion engine; and also acquire flow information of a pre-
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determined object recognized from the recognition tar-
get data by the flow recognition engine, from the flow
recognition engine; and

the integration recognition result acquiring unit is config-

ured to, when the flow information acquired from the
flow recognition engine includes information that cor-
responds to the location information acquired from the
object recognition engine in accordance with a predeter-
mined standard, integrate by relating the flow informa-
tion that is the recognition result acquired from the flow
recognition engine with object information identified by
the recognition result information that is acquired from
the object recognition engine and that includes the infor-
mation corresponding to the location information, and
output as the new recognition result.

5. A non-transitory computer-readable medium storing a
computer program comprising instructions for causing an
information processing device to realize:

a recognition result acquiring unit for acquiring respective

recognition result information outputted by a plurality of
recognition engines executing different recognition pro-
cesses on recognition target data; and

an integration recognition result outputting unit for output-

ting a new recognition result obtained by integrating the
respective recognition result information acquired from
the plurality of recognition engines,

the computer program also comprising instructions for:
causing the recognition result acquiring unit to acquire the

respective recognition result information in a graph-
structure or tree-structured data format being previously
defined, from the plurality of recognition engines; and

causing the integration recognition result outputting unit

to, when the respective recognition result information
include information corresponding to each other in
accordance with a predetermined standard, integrate
each part of the respective recognition result information
so as to be related to each other and output in the graph-
structured or tree-structured data format as the new rec-
ognition result, and further,

acquiring the recognition result information from an object
recognition engine that recognizes an object from the
recognition target data and a flow recognition engine
that recognizes a flow representing a trajectory of a
predetermined object from the recognition target data,
respectively; and

causing the recognition result outputting unit to, based on
the recognition result information acquired from the
object recognition engine and the recognition result
information acquired from the flow recognition engine,
examine an identity of a person identification informa-
tion and an object identification information, the person
identification information being included in the recog-
nition result information acquired from the object rec-
ognition engine and the object identification informa-
tion being included in the recognition result information
acquired from the flow recognition engine, in a case that
both the recognition result information are coincident
with each other, integrate by relating flow information of
a predetermined object with object information and out-
put as the new recognition result, the flow information
being the recognition result information acquired from
the flow recognition engine and the object information
being the recognition result information acquired from
the object recognition engine.

6. The non-transitory computer-readable storing medium
storing the computer program according to claim 5, compris-
ing instructions for causing the integration recognition result
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outputting unit to, when the respective recognition result
information include information that correspond to each
other in accordance with a predetermined standard, integrate
the respective recognition result information and output as the
new recognition result.
7. An information processing method comprising:
acquiring respective recognition result information output-
ted by a plurality of recognition engines executing dif-
ferent recognition processes on recognition target data,
the respective recognition result information being in a
graph-structured or tree-structured data format being
previously defined; and
when the respective recognition result information include
information corresponding to each other in accordance
with a predetermined standard, integrating each part of

the respective recognition result information so as to be
related to each other acquired from the plurality of rec-
ognition engines, and outputting in the graph-structured
or tree-structured data format as a new recognition

result, and further,

acquiring the recognition result information from an object
recognition engine that recognizes an object from the
recognition target data and a flow recognition engine
that recognizes a flow representing a trajectory of a
predetermined object from the recognition target data,
respectively; and

an integration recognition result outputting unit to, based

on the recognition result information acquired from the
object recognition engine and the recognition result
information acquired from the flow recognition engine,
examine an identity of a person identification informa-
tion and an object identification information, the person
identification information being included in the recog-
nition result info ion acquired from the object recogni-
tion engine and the object identification information
being included in the recognition result information
acquired from the flow recognition engine, in a case that
both the recognition result information are coincident
with each other, integrate by relating flow information of
apredetermined object with object information and out-
put as the new recognition result, the flow information
being the recognition result information acquired from
the flow recognition engine, and the object information
being the recognition result information acquired from
the object recognition engine.

8. The information processing method according to claim
7, comprising:

integrating the respective recognition result information

and outputting as the new recognition result, when the
respective recognition result information include infor-
mation that correspond to each other in accordance with
a predetermined standard.

9. The non-transitory computer-readable storing medium
storing the computer program according to claim 6, compris-
ing instructions for:

causing the recognition result acquiring unit to acquire the

recognition result information from an object recogni-
tion engine that recognizes an object from the recogni-
tion target data and a flow recognition engine that rec-
ognizes a flow representing a trajectory of a
predetermined object from the recognition target data,
respectively; and

causing the integration recognition result outputting unit to

integrate by relating flow information of a predeter-

mined object with object information and output as the
new recognition result, the flow information being the
recognition result information acquired from the flow
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recognition engine, and the object information being the
recognition result information acquired from the object
recognition engine.

10. The information processing method according to claim

8, comprising: 5

acquiring the recognition result information from an object
recognition engine that recognizes an object from the
recognition target data and a flow recognition engine
that recognizes a flow representing a trajectory of a
predetermined object from the recognition target data, 10
respectively; and

integrating by relating flow information of a predetermined
object with object information and output as the new
recognition result, the flow information being the recog-
nition result information acquired from the flow recog- 15
nition engine, and the object information being the rec-
ognition result information acquired from the object
recognition engine.

#* #* #* #* #*



